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Abstract. Tremendous efforts have thus been devoted on the establishment of
functional MRI informatics systems that recruit @mprehensive collection of
statistical/computational approaches for fMRI data analysisvever, the state
of-the-art fMRI informatics systems are especially designed for specific fMRI
sessions or studies of which the data size is not really bighastias difficulty

in handl i ng f MRi#e sibeni figRI datatisagdwing Exploseaty
recentlydue to the advancement of neuroimaging technologies, an effective and
efficient fMRI informatics system which can process and analyze fMRI big data
is much neededlo address this challeng®, thiswork, we introduceour newly
developedinformatics platform,namely, HAFNI-Enabled Largescale Platform

for Neuroimaging InformaticYHELPNI)@ HELPNI implements ourrecently
developedcomputational framework of sparse representation of wiiem

fMRI signals which is called HAFNI (Holistic Atlases of Functional Networks
and Interactions) for fMRI data analysi#ELPNI provides integrated solutions to
archive and process large scaf®RI data atomatically and structurallyto
extract and visualize meaningfdsultsinformation from rawiMRI data,and to
share operaccess processed and raw data with other collabotataisgh web

We tesed the proposed HELPNI platform usingublidy available D00
Functional Connectomes daéd including over 1200subjects.We identified
consistent and meaningful functional brain networks across individuals and
populations based oresting state fMRI r6fMRI) big data. Using efficient
sampling modulethe experimental results demonstrate that HELPNI system

has superior performance than other systems for large scale fMRI data in terms of
processing and storing the data and associated results much faster.
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1 Introduction

Understanding the organization of brain function has received significant interest since the
establishment of neuroscience. During the pa&t decades, functional magnetic resonance
imaging (fMRI), which is ann-vivo neuroimaging technigudras revolutionized the functional
mapping of the brairfl-8]. Specifically, taskased fMRI (tfMRI) has been widely used to
record functional brain aeities duringa specific task performance and further to identify brain
regions that are functionally involved in the task performd@cd, 5] Meanwhile, resting state

fMRI (rsfMRI) has also received intense interggire recentlyto acquire brain activities while
participantsare in a tasree state. The coherence in the functional brain organization which is
free from the task performance constraint can be reflected based on the spontaneous signal
changes during resting stdfe 3-8].

Given the importance of fMRI (including both tftMRI and rsfMRI) data for functional brain
mapping tremendous efforts have been devoted on esm@ablishment of fMRI informatics
systems which recruit a comprehensive collection of statistical/computational approaches for
fMRI data analysi§9-14]. For example, MEDx is one of the earliest tools which was produced

to incorporate advances in neuroimaging methiod®93[9]. Later on FSL (FMRIB's Software
Library) toolbox was developed to bring more insights to the neuroscience analysis tools and
since June 2000 has helpedesearchers globallggpply FEAT, MELODIC, FABEER, BASIL

and VERBENA tools for fMRI data processing and analy&®, 11] Moreover, statistical
methods and tools have become one of the main tools to study brain networks and connectivity.
For example, statistical parametric mapping (SPM) is ondefriost influentialtools which

have been designed for brain imaging data sequence anadysidifferent cohorts or time
serieg[12]. Analysis of Functional Neurolmages (AFNI) package is another tool to visualize and
statistically analyze ofMRI data set§13]. Furthermore, some have dedicated their resources to
create a concentrate database to index the context and content of the fMRI literature in a
searchable fashion, considering thaltidisciplinary nature of fMRI researches and thousands of
investigators around the globe. Faxd Lancastehave discussed demands of such a system and
proposed BrainMap to address required applicatj{@ds 15] Although significant successes
have been achieved for the8&RI informatics systemg§l6, 17} aconsiderabldimitation is that

all of thosestateof-the-art systems are especially designed for specific fMRI sessions or studies
of which the data size is not really big. As a consequence, there is difficulty for those systems to
preprocess, analyze, and visualiz& R | 6 bsimgltareauslya 6

With the advancement of neuroimaging technologtbe size of fMRI data is growing
explosively. Giventhe lack of a uniform resource center for fMRI data providers, researchers
and developers, Neuroimaging Informatics Tools and Resources Clearinghoti®&C)Nias
established in 2006 to facilitate finding and computing neuroimaging resources for functional
and structural neuroimaging analyses to be a common place to share required tools[a8{l data
Although it was nofor the first time that a governmehinded project became an international
neuroscience resource provider to cover pioneers worldwide, for example Neuroscience
Information Framework (NIF) in 2004.9] as well as Biomedical Informatics Research Network
(BIRN) in 2001[20], but NITRC was successful and popular to host and provide one of the
biggest fMRI dateébases named 1000 Functional Connectod®0FC)resting state fMRI
project. [https://www.nitrc.org/projects/fcon_1000/]. Moreover, there are other figRldtasets



that are publicly available for researchers such as Openf2Rland HumanConnectomes

Project (HCP)[22]. HCP is arecent NIH-funded projectdevisedt o ma p t he br
communication network called connectonddiis project provides a collection of neural data

along with an interface to graphically navigate the dake OpenfMRI is a National Science
Fourdation funded mject established in 2010 to provide resources for researches to upload their
owned fMRI data and make thgmblicly available.

In short, he availability of fMRI bigdata has globally attracted increasing attention for
researchers itheneuroimaging fieldtotestar i ous met hods and al gori t|
strategy. For instance, the velocity of studies as well as the variety and safimeiroimages

are aggregating exponentially, which are among the biggest challenges nojZajaps Van

Horn studiedand mentioned24], the calculated neuroimaging data from listed articles in
representative issues Meuroimagehave been increased drastically and it is being expected to

grow exponentially. The average size of raw data per study is expected to be 15 GB in 2015 and

20 GB in 2020. Therefore, effectiand efficientftMRI informatics systermwhich can process

and anbyze fMRI big dataaremuch needed.

To deal with the abovementioned limitation of previous fMRI informatics systems and to address
the need of effective fMRI informatics system which can process and analyze fMRI big data for
researches, in this paper,ewhave developed &AFNI-Enabled Largescale Platform for
Neuroimaging Informatics (HELPNI)(http://bd.hafni.cs.uga.edu/helpni This system is
estalished using the exensible neuroimaging archivedlkit (XNAT) web application and
storage solutionf25], a widely used open source systéon storing, managing andnalyzing
medical images and related meta da&]. RESTful applcation programming interface makieés
especially useful for data sharingsince t h e ent i rsecontdnist aaeb eeackable
programmaticallythroughthe web applicatiori26]. Specifically,the proposed HELPNI siem

in this work, implements our latestomputational framework of sparse representation of whole
brain f MRI signals which is called O6Holistic
(HAFNI) [27]. The main idea of HAFNI is to aggregate all of hundreds of thousands of tftMRI or
rsfMRI signals within a whole brain of one subject into a big data matrix, which is subsequently
factorized into an ovetomplete dictionary basis matrix (represented by the panel figwt 1)

and a reference weight matrix (represented by the panel (liywfel) via an effective online
dictionary learning algorithnfi28, 29] The time series of each ovewmpletel basis dictionary
represents the functional BOLD (bloodygenlevel dependent) activities of a brain network
(the white curves in the panel (ll) djurel) and its corresponding reference weight vector
stands for the spatial map of this brain network (the volume images in the panefigliref.).
TheHAFNI framework has beefound to beeffective and efficient in inferring a comprehensive
collection of cowurrent functional networks in the whole br§#vY]. HELPNI covers the fMRI

big data both from big data matrix and high volume of subjects. This happsntifough
employing HAFNI framework to handle the big data matrix for each subject and second by
utilizing a database to store large scale datasets, and then using an scheduling engine to distribute
analyzing tasks to multiple machines and proces melspbjects simultaneousIMELPNI as

an advanced informatics systeprpvided us with resources to identify large scale (over all
1200+) functional connectomes subjects automatically via autontategutationalpipeline

based on our HAFNI framewoffiinction, to store the results in an organized data structure, and
to generate detailed reports for data anslgsontaining registratiorgnline dictionary learning

and identified functional brain networkssults) accessible through our web interfagbliply.


http://bd.hafni.cs.uga.edu/helpni

The HELPNI system significantly expands threvious neuroimaging archive toolkiy adding
HAFNI capabilities, that is HAFNI-enalbed, while significantly enhancingHAFNI by
integrating theadvanced informatics system.
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Fig.1. () The decomposed dictionary components from the fMRI data during one single task and (ll) the 14
corresponding reference weight maps by applying the HAFNI method to the-lbradtefMRI signals. This figure

visualizes 14 selected dictionary componentgiviare either motor taskvoked networks (MM5) or resting state

networks (RSNARSN9). The green bars in (I) show 400 dictionary network components (indexed a&isy and

the spatial noz er o v ox el numbers that e a ¢ h ontainsnirepresentadt by she r e f er
horizontal height of each bar). The panels in (ll) visualize the temporal time series (white curve) and spatial
distribution map (eight representative volume images) of each network. The red curves represent the task contrast
designs of the motor tfMRI data

The rest otthis paper is organized as follows. We will describe the methods of development in
addition to obtained results of HAFNI implementationSection 2 We will also discuss the
significance of this system in compson to the previous methods of fMRI analysis studies.
Results are provided in SectioraBd dscussion and conclusion are in Section 4.

2 Method



In this sectionwe first provide a technical overview 6fELPNI systemand then we discuss
HAFNI implementation details anids workflow in our systemSubsequentlywe will discuss
the 1000FC dabasewne usedas the test bed in this paper

2.1 Overview of HELPNI system

The main purposeof HELPNI is to store and manage large diverse imagingsett to facilitate
neuroimaging researchagth complicated processes and large amount of d#@ interesting feature of

this platform isthe extendibility, through whichdeveloperscan customizetheir desiredanalytical and
visualization toolsThe gatformuses XML schema to generate custom components, modules, workflows
for different tiers. As the Figur@ elaborates, the standardize workflow helgmersto a) capture
imagingnonrimaging data ad metadata (eitherfrom neuroimagingmachines or other database
manually; b) inspectdataby means ofpre-archiving featurgc) analyze data remotely or locally en
demand; Ycollaborateeasierusingthe predefined filtefIn this way,collaboratorcan be noticed when a
related dataset were added to sy3teand @ control access and share data where datametslinked
resultscan be shared publicly through the web irdeefto facilitate collaboration.
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Fig.2. HELPNI structure and connected components. a) Web builder through which the web application will be built.
b) HELPNI platform big picture. c) File infrastructure workflow consist of-@rehive and archive in which data

will be temporary stored and theftea user inspection and running required processes, data will be moved to their
permanent destination where pipelines processes will be run on. d) Client application and users transactions. Local
and global users connect to the web interface after loggiodhe system and passing firewall, using their preferred
client application. Then they will be able to process, share, download and upload data interactively. e) Pipeline
processing unit(s) that dynamically receive parameters and executives fromepipalhager and after running pre
defined steps, generate a user friendly report along with required notifications and then will store the results into file
storage.

In the HELPNI system, we implemeatour recently developed HAFNI framework for fMRI

data analysis using theextendible pipelinesPipeline is a workflow described in a XML
document. Parameters could be specified within the XML document or be sourced as another
XML document.So far we haveémplementeda few pipeling each of which contains défent

sets of scripts for our HAFNtamework These pipelinesan bothextract input parameters from
subjecs automatically orask users to provide them manua®peline engine works based on

the Java frameworkvhich parses parameters out of XML documant it links sequenceof
activities into a defined process flow and can manage data flow at each step. It can be donfigure
to send notification at desaestep(s) for quality control oto modify parameters, timerestart
pipelinefrom where it stopped. We have used pipeline to automate the whole psufe$4RlI
dataregistraton and online dictionary learni(@DL) andto reduce theprocessingime. It also
helpedto run the data over a very large set of datamuch less amount of time as we
implemented it ovethe 1000FCdata. Pipelines can leverage from distributed computing and in
this way a huge amount of processes can result in mucbdegsutatiortime.

Data preparation and modification

Data prepration and modification Pre-archiving Archiving

Data process and workflow

Preprocessing pipeline Online Dictionary Learning pipeline Generating report

User interface and data access

A 4
| veermeemdseascces

Arhiving results and report Sharing Collaborative study

Fig.3. An overview of HAFNI implementation through HELPNI and its workflow.

In this work, we usedthe 1000FCproject datasetas test bed for HELPNI systedeveloping
and testingThe 1006-C project contains 1200+ resting state functional MBEMRI) images



collectedfrom 33 locationsWe defined a workflow to olain the result as we discukere.
Figure 3 showsthe implemented pipelines and workflow a@dr process from the beginning of
obtainingfMRI data from NITRC to data process steps and finally resplbrting. The main
three steps of this workflow are alpta preparation and modificatiob) data process and
workflow; and c)user interface and data accessletailed in Sections 2.2 and 2r8spectively

2.2 Data preparationand modification

At the very first step, usarneedo prepare data to import to systéiie first obtained data from
1000FC database and modified the data structure as our own predefined stitarre.
modifying hierarchy andirimming data, images with correspondent nadga $ould be
uploaded to prarchivefor primary tests and analysi§he required format of data should be
created in file system including ID and sequence type as well as any special data type shat need
to be defined in systenTo do so we prepared required mdtda including TR value, field
strength, gender and handedness of each subject and expefiherdata were transferret
pre-archive as demporarycache destinain for further tests and review of qualifygure ).
Prearchiving step keeps data integrated pratects thenfrom data lossr corruptionWe also
tested our workflow to fix any possible flaw in implemented algorithvieen databecame
readyand analytical methods turn matureb® modeled in XML schemave importeddata into
the archive adinal destination for viewing purposeandor running standardprocesseson
prepared dataVe used curl to upload fMRI data through REST f3®] from command line.

2.3 Data processand workflow

The next stegn HELPNI platform is data processinghe aw fMRI data need tobe pre-
processedeforedata analysis. W implementedhe rsfMRland tfMRI pre-processing pipeline
in HELPNI to address this deman@Qur preprocessingtep includes skull removal, motion
correction, slice time correction and special smoothing as well as global drift refi@jowate
usedBuild and ArcBuild [26] predefined XNAT tools for image session scan sejacand
running processing stepgspectively.

Applying the major processingipeline is the next step. Wintegratedour HAFNI (Holistic
Atlases of Functional Networkand Interactions) computational framework in HELPNI. The
basic idea of HAFNframework[27] is to aggregate all of the thousands of fMRI signals within
the whole brain from one subject into a big data matrix and then decompose it into an over
completed dictionary matrix and a reference coefficient matrix. Specifically, each column of the
dictionary matrix represents a typical brain activggttern and the coesponding row in
coefficient matrixnaturally revealshe spatial distribution of the activitgattern Typically, each
subject br ai n 0 sxn matrx 1I5awitls m feprasents then fMRI time points
(observations) ana representshe number of voxels. In order to sparse represent the signal
matrix S using D, we ained to learn a meaningful and oveompleted dictionary matrix

Of4a (k>m, k<<n), with k beingthe dictionaryatoms {.e. components)lhe loss function is
defined h Eq. (1)with a/bregularization that yields to a sparse resolutign of
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Briefly, the problemcan be transferred inta matrix factorization problem in E¢3) and we
adoped the stateof-the-art online dictionary learning algorithnf29] for the sparse
representation dhe whole braifMRI signals.

Once we obtained the learned dictionary matrix D and coefficient matvise mapped each row

in the Umatrix back to the brain volume and examine their spatial distribution patterns, through
which functional networkcomponents are characterized on brain volurf2d. At the
conceptual level, the sparse representation framewdigjure 4 can achieve both compact high
fidelity representation of the whelgain fMRI signals figure 4c) and effective extraction of
meaningful patternsfigure 4d) [28, 29, 3134]. For more detadl please refer twur recent
literature reporf27].

O T T .
it u”'-.‘“" Mu‘ A b 'ﬁ‘- .
“ 1‘\T'I,“ ! “qlﬂl ! II‘.L‘.] iy v ! I lulull| 7

00-6

Hundreds of learned bases Hundreds of learned networks

(c) (d)

n 2 g

Whole Brain Dictionary Learning& Sparse Coding
t 1enals
fMRI Signals "»
Y
(a) ®)

1 2
minZ ||Y — Xal[z + Allall,

Fig.4. The computational pipeline of sparse representation of wiai@ fMRI signals using an online dictionary
learning approach. (a) The whddeain fMRI signals are aggregated into a big data matrix, in which each row
represents the wholerain fMRI BOLD dat in one time point and each column contains the time series of one
single voxel. (c) lllustration of the learned atomic dictionary, each dictionary represents one functional network
component. (d) The coefficient matrix, each row in the matrix measwesdight coefficient of the corresponding
dictionary over the whole brain. That is, each row defines the contribution of one dictionary to the composition of all
voxekwise fMRI signals.



The system is designed to feed the preprocessing as the inpuatired dictionary learning
pipeline automatically or manually after filtering the preprocessed dmtea.visualization
purposesand to make the generated results easy to expbmth, preprocessing and ODL
pipelines will generate a PDF report at the aftdrwhich will be automatically uploaded the
webrinterface.Thesereportscontaingenerated results frothe executed pipeliseidentified by
experimentlD appendedo pipeline nameFor exampleODL report contains 400 png files
sorted sequentially

Pipelines can also be set to send notification within different steps of workflow. For example,
user can be notified when a specific step is done to evaluate the result and then if it meets the
quality, let the pipeline continue. Otherwise user can madtyinput variables and restart the
pipeline. Also at the end of workflow, assigned users will be notified of a successful run.

2.4. User interface and data access

Large scale fMRI data usually needs graupe analysis and collaborators need to work
together. In HELPNI, users can connect to system remotely and choose their desired subset of
archive through bundle feature in the system. Users are also able to email other collaborators a
link containing selected subset of archive.

The standard user inface features useful tools including a search box which provides searching
through all archived subjects and sessions and menus in which users upon their permissions can
access. Users need to login to system to be able to modify or upload new dataving arel
downloading 1000FC data as well as preprocessing and ODL results are publicly available
(http:/bd.hafni.cs.uga.edu/helpniUser can browse experiments and data via three methods.
Oneis by selecting project and subject subsequently, the other is through searching for a subject
name from search box, and the last is through selecting a listing. Where user can input certain
information of project/subject or image modality and then qudist @ontaining correspondent
filtered data.

3 Results

We tesed the proposed HELPNIplatform by applying the implemented computational
frameworkof HAFNI on one of the largest ep-source estingstate fMRI (r$MRI) database:
1000FunctionalConnectomes proje¢known as 1000FC This databasbasgatheed more than
1200 rsfMRIdatasets independently collectiedm all over the worldcontainingover 130 Giga
Bytesof data.Table 2 summarized rsfMRI datasetgie, sex and imaging cent@formationare
provided for each of datasets and all subjects have been uploaded to thdlHE&S Betailed in
Section 2,HELPNI automatically preprocessdte raw rsfMRI datg extractedthe rsfMRI
signals from each subjeetppliedthe HAFNIcomputational frameworland returedand stored
meaningfulexperimental resultdn this experimentye used &ore Intel® Xeon® E52650 v2
2.60GHz, 20M Cache CPU and 32GB RDIMM, 1600MT RAMith the help of HELPNI, we
identified consistent and meaningfdlinctional brain networks across individuals and
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populationsbased on rsfMRI big datavhich are detailed in section.13 Moreover, using
HELPNI possess modul&yi and plugandplay capability,we developedan efficient sampling
module andntegratedt with HAFNI framework to speed up thélAFNI overall computational
time and toautomaticallycalculate and obtaimeaningfulfunctional brainnetworksin a much
fasterfashion The detailed results ademonstrateth section 3.2.

Table 1 The 1000 Functional Connectomes Project datasets summery.

Baltimore Bangor Beijing_Zang Berlin_Margulies
(n =23 [8M/15F]; (n =20 [20M/OF]; (n =198 [7T6M/122F]; | (n = 26 [13M/13F];
ages: 2010; TR = 2.5;| ages: 188; TR = 2;  ages: 1&6; TR =2; # | ages: 234; TR = 2.3,
#slices =47; # # slices = 34; # slices = 33; # # slices = 34; #
timepoints = 123) timepoints = 265) | timepoints = 225) timepoints = 95)
Cambridge_Buckner | Cleveland CCF Dallas Durham_Madden
(n =198 [75M/123F]; | (n = 31 [11M/20F]; | (n =24 [12M/12F]; (n =42 [n/a]; ages:
ages: 1830; TR = 3; #| ages: 2460; TR = ages: 2071; TR =2; # | n/a; TR = n/a; # slices
slices =47; # 2.8; #slices = 31; # | slices=31; # = n/a; X timepoints =
timepoints = 119) timepoints = 127) | timepoints = 115) n/a)
ICBM Leiden_2180 Leiden_2200 Leipzig
(n = 86 [41M/45F]; (n =12 [12M/OF]; (n =19 [11M/8F]; (n =37 [16M/21F];
ages: 1B5; TR = 2; #| ages: 227; TR = ages: 188; TR = 2.2; | ages: 242; TR = 2.3,
slices = 23; # 2.18; # slices = 38; # # slices = 38; # # slices =34, #
timepoints = 128) timepoints = 215) | timepoints = 215) timepoints = 195)
Milwaukee_a Milwaukee b Munchen Newark
(n =18 [n/a]; ages: (n =46 [15M/31F]; | (n =16 [LOM/6F]; (n =19 [9M/10F];
n/a; TR = 2; # slices = ages: 4465; TR = 2; | ages: 6373; TR =3; # | ages: 2139; TR=2; #
20; # timepoints = # slices =64; # slices = 33; # slices = 32; #
175) timepoints = 175) | timepoints = 72) timepoints = 135)
NewHaven_a NewHaven b NewYork_a ADHD NewYork_a
(n =19 [10M/9F]; (n = 16 [8M/8F]; (n =25 [19M/4F]; (n =84 [43M/41F];
ages: 1&48; TR =1; #| ages: 1&42; TR = ages: 260; TR =2; # | ages: 7449; TR=2; #
slices = 16; # 1.5; # slices = 22; # | slices = 39; # slices = 39; #
timepoints = 249) timepoints = 181) | timepoints = 192) timepoints = 192)
NewYork b NewYork_Test Ontario Orangeburg
Retest_Reliability
(n =20 [8M/12F]; (n =11 [n/a]; ages: n/g (n = 20 [15M/5F];
ages: 1846; TR = 2; #| (n = 25 [IOM/15F]; | TR = 3; # slices = 29; 1 ages: 2b65; TR = 2; #
slices = 33; # ages: 2249; TR = 2; | timepoints = 105) slices = 22; #
timepoints = 175) # slices = 39; # timepoints = 165)

timepoints = 197)
Oulu Oxford PaloAlto Pittsburgh



(n =103 [37M/66F]; | (n =22 [12M/10F]; | (n =17 [2M/15F]; (n =17 [10M/7F];
ages: 223; TR = 1.8; | ages: 2B5; TR = 2; | ages: 2246; TR = 2; # | ages: 25%4; TR = 1.5;

# slices = 28; # #slices = 34; # slices = 29; # # slices = 29; #
timepoints = 245) timepoints = 175) | timepants = 235) timepoints = 275)
Queensland SaintLouis Taipei_a Taipei_b

(n =19 [11M/8F]; (n=31[14M/17F]; | (n =14 [n/a]; ages: n/a (n = 8 [n/a]; ages: n/a
ages: 2B4; TR = 2.1;| ages: 2129; TR = TR =2; #slices=32;1 TR = 2; # slices = 33;
# slices = 36; # 2.5; # slices = 32¢ | timepoints = 295) # timepoints = 175)
timepoints = 190) timepoints = 127)

Atlanta AnnArbor_a AnnArbor_b

ages: 257; TR =2; # (n =25 [22M/3F]; (n =36 [17M/19F];

slices = 20; # ages: 1340; TR = 2; | ages: 198B0; TR =

timepoints = 205) # slices = 40; # 0.75; # slices = 16; #
timepoints = 295) | timepoints = 395)

3.1 Group-wise consistent functionabrain networksidentification using
HELPNI

With the help ofHELPNI system andhe implementedHAFNI computational framework, we
successfullydentified 10 meaningful and consisteasting state networks (RSNwhich are in
agreement with previous studiasross all individuals and datasets in 1000FC databayare
5showsthe identified10 groupwise consistent networks in five randomly setxbttlatasets (that

are Baltimore, Beijing, Berlin, Cambridge and Clevelasiataset) inLOOG-C. Networks #1, #2
and#3 are all located in visual areas and closely related to \betavior Network #4 includes
ventromedial frontal cortex, bilateral inferitateratparietal and medial parietal areas and are
often referred as default mode netwo{®MN). Network #5 covers the cerebellum and
corresponds to actieexecution function. Networks #6, #7 and #8 are related to sensorimotor,
auditory, and executive control function, respectively. Networks #9 and #10 cover $evdral
parietalareas and are clely related to cognition/languagmaradigmg35]. Figure 6 illustrates

the identified 10 consistent networiks5 randomly selectethdividual subject from the same 5
datasetsWe can sedhat the identified 10 functional networks are quite consisaéendss
different datasets and subjeasd consistent withthe templates in previoustudies [35].
Quantitatively, we calculate the spatial overlap between the identified networks and templates
which aredetailed in Tabl€ and Table3. The spatial overlap is calculated as the percentage of
the overlapping area between our identified networks andlasespLv et al.,2015) Based on
these resuf we can see that our developed HELPNI system is effectiveeHfraient in
reconstructingneaningfulfunctional braimetworlks from rsfMRI data
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Fig.5. The identified groupwise consistent 10 RSN networks from 5 randomly selected datasets (Baltimore, Beijing,
Berlin, Cambridge and Cleveland) in 1000 Functional Connectomes Project by HELPNI. Each row represents the
networks from one dataset; the last relmows the RSN templates for comparison. Only the most informative slice,
which has been overlaid on the MNI152 template, is shown here.




Fig.6. The identified 10 RSN networks of individual subject from 5 datasets (Baltimore, Beijing, Berlin,
Cambridge and Cleveland) in 1000 Functional Connectomes Project by HELPNI. For each dataset, the 10
RSN networks from one randomly selected subject are sheven

Table 2. Spatial overlap between identified grewse RSNs and templates in different datasets
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Baltimore | 0.88 0.94 0.82 0.74 0.75 0.78 0.65 0.61 0.67 0.71

Beijing 0.95 0.98 0.95 0.82 0.86 0.94 0.85 0.58 0.66 0.82

Berlin 0.81 0.95 0.86 0.80 0.72 0.77 0.71 0.60 0.73 0.82

Cambridge| 0.86 0.98 0.92 0.76 0.93 0.79 0.80 0.56 0.69 0.78

Cleveland | 0.82 0.89 0.80 0.77 0.72 0.75 0.72 0.58 0.53 0.75

Table 3. Spatial overlap between identified individual RSNs and templates in different datasets
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Baltimore | 034008 | 0.28:009 | 029009 | 033:0.05 | 023:0.05 | 030:0.07 | 0212006 | 0242005 | 02120.05 | 0.23£0.06

Beijing 0.36:0.09 | 0.29+0.12 | 0.32+0.12 | 0.37+0.08 | 0.28+0.09 | 0.41#0.10 | 0.250.07 | 0.27+0.08 | 0.24+0.06 | 0.26+0.06

Berlin 0.32+0.06 0.29+0.09 0.24+0.10 0.33+0.06 0.23£0.07 0.36+0.09 0.25+0.06 0.26+0.05 0.27+0.08 0.26+0.05




